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Abstract

In this paper we implemented different models to solve the review usefulness classification problem. Both feed-forward neural network and LSTM were able to beat the baseline model. Performances of the models are evaluated using 0-1 loss and F-1 scores. In general, LSTM outperformed feed-forward neural network, as we trained our own word vectors in that model, and LSTM itself was able to store more information as it processes sequence of words. Besides, we built a recommender system using the user-item-rating data to further investigate this dataset and intended to make connection with review classification. The performance of recommender system is measured by RMSE in rating predictions.

1 Introduction

Most e-commerce websites like Amazon, allow users to leave review about products and services they receive during their shopping experience. These reviews are important to other users when making the decision whether or not to buy the product. Thus, understanding the meaning of the reviews and correctly classify its helpfulness would be an useful thing for the websites to do. Also, the results of the classification can be used for further application such as summarization and recommender system.

In this project, we intended to classify the usefulness of each review using deep learning models. This task can be broken down into three parts: generating a vector representation for each sentence we encounter, using those vectors to train our model, and evaluating the performance of our classification model.

Besides, we also want to further investigate the dataset by building a recommender system based on user-item-rating data. As the dataset is sparse, the baseline model would be recommending popular items overall. We’ll evaluate the performance of different methods like collaborative filtering and matrix factorization based on their RMSE.

2 Background and Related Work

With the rise of online shopping and social networks, reviews and ratings has become an important way to understand the sentiment and need of users. Being able to automatically filter the reviews has become a key challenge for those companies and websites. As a result, a lot of effort has been made to the NLP tasks such as sentimental analysis[1].

As the computing power increases, neural networks have become more and more popular for language modeling. Both feed-forward neural networks[2] and recurrent neural network have been
used frequently in dealing with text categorization, document tagging and sequential word generating problems. The LSTM (long short-term memory) neural network[3] is also gaining more and more attention in their performance in speech recognition.

A lot previous work has been done in building recommender systems as well. Collaborative filtering[4], Content-based filtering[5] and Matrix Factorization[6] have been the most successful ones with broad application in industry. Recently, deep Learning has been used for Music Recommendation[7]. Recurrent Neural Network is also adopted for collaborative filtering based recommendation as well.

3 Approach

3.1 Feed-forward Neural Network

We first tried the standard feed-forward neural network[15]. Our input is the word vector representing each of the reviews \( x \). After forward propagating the input through the deep network, the output \( y \) would be a 2-dimensional vector representing whether a review is helpful or not. We experimented with different numbers of hidden units, hidden layer, non-linear relationship between the levels and number of embedding size. The resulting model is a five-layer neural network.

![Figure 1: Work flow of Feed-forward Neural Network](image)

The non-linearity used in the model:

\[
\begin{align*}
h^{(1)} &= ReLu(W^{(1)}x + b_1) \\
h^{(2)} &= tanh(W^{(2)}h^{(1)} + b_2) \\
h^{(3)} &= ReLu(W^{(3)}h^{(2)} + b_3) \\
h^{(4)} &= Sigmoid(W^{(4)}h^{(3)} + b_4) \\
h^{(5)} &= ReLu(W^{(5)}h^{(4)} + b_5) \\
\hat{y} &= softmax(Uh^{(5)} + b_6)
\end{align*}
\]

After each hidden layer, we also added a drop out[14] layer with probability \( p \) to prevent the units from co-adapting too much. In addition, we used Xavier initialization to initialize all \( W, U \) in the network. Moreover, given that our input data class might be unbalanced, we assigned weights associated with each class’s proportion to each class while calculating the cross entropy loss.

3.2 LSTM

To explore more advanced model, we adopted the LSTM model introduced by Hochreiter & Schmidhuber. In this model, we first trained our word vectors on a global word-word co-occurrence matrix(all words in all reviews) instead of using pre-trained word vectors. And then we feed our
representation vectors into LSTM model. This model in our case is essentially mapping sequence of words to a class and the work flow is shown below:

The mathematical equations for LSTM are:

- **Input gate:** \( g^u = \sigma(W^u \cdot h_{t-1} + I^u \cdot x_t) \)
- **Forget gate:** \( g^f = \sigma(W^f \cdot h_{t-1} + I^f \cdot x_t) \)
- **Output gate:** \( g^o = \sigma(W^o \cdot h_{t-1} + I^o \cdot x_t) \)
- **New memory cell:** \( g^c = \tanh(W^c \cdot h_{t-1} + I^c \cdot x_t) \)
- **Final memory cell:** \( m_t = g^f \odot m_{t-1} + g^u \odot g^c \)
- **Final hidden state:** \( h_t = \tanh(g^o \odot m_t) \)

After feeding input through the LSTM model, the output \( y_i \) would also be a 2-dimensional vector representing whether a review is helpful or not. And again, we considered class proportion in calculating cross entropy loss.

### 3.3 Recommender System

Among all the algorithms of building recommender system, the matrix factorization model is one of the most successful and widely used. Instead of using the similarity measure to recommend items to user, it characterizes both items and users by vectors of factors inferred from item rating patterns.

Denote the vector for user \( i \) as \( u_i \), and vector for product \( j \) as \( p_j \), our prediction of the rating of user \( i \) on product \( j \) can be written as:

\[ \hat{r}_{ij} = p_j^T u_i \]

Therefore, to learn the optimal user and product vectors, our objective function is:

\[ \min_{u_i, p_j} \sum_{(i,j)} (r_{ij} - \hat{r}_{ij})^2 + \lambda (||p_j||^2 + ||u_i||^2) \]

### 4 Experiment

#### 4.1 Dataset and Pre-processing

The Amazon Fine Food Review dataset consists of product and user information, ratings, and a plaintext review. The data span a period of more than 10 years, including all 500,000 reviews up to October 2012. After pre-processing, we used 290,000 records of review to build our model. The attributes of our data:

In our classification task, we labeled a review as helpful when:
Table 1: Attributes of Amazon food review data

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProductId</td>
<td>unique identifier for the product</td>
</tr>
<tr>
<td>UserId</td>
<td>unique identifier for the user</td>
</tr>
<tr>
<td>HelpfulnessNumerator</td>
<td>number of users who found the review helpful</td>
</tr>
<tr>
<td>HelpfulnessDenominator</td>
<td>number of users who indicated whether they found the review helpful</td>
</tr>
<tr>
<td>Score</td>
<td>rating between 1 and 5</td>
</tr>
<tr>
<td>Time</td>
<td>timestamp for the review</td>
</tr>
<tr>
<td>Summary</td>
<td>brief summary of the review</td>
</tr>
<tr>
<td>Text</td>
<td>text of the review</td>
</tr>
</tbody>
</table>

1. It has been voted by at least one user
2. More than 50% of the users find it helpful

In Feed-forward NN, we used the GloVe as our embedding for word vectors. A review is represented by the average of its word vectors of all words. In LSTM model, self-trained word vector has been used to represent reviews.

4.2 Review Usefulness Classification

For feed-forward neural network, the base line test classification accuracy is 50%, where just randomly classifies reviews. And if we use a simple softmax classifier, we obtain a base line test classification accuracy 0.6. After tuning the parameters in our neural network by changing learning rate, regularization rate etc., we have some improvements over the base line. For fixed optimal parameters: regularization rate $\rho = 0.004$ and learning rate $\alpha = 0.005$, drop out rate $p = 0.85$, we have following result:

<table>
<thead>
<tr>
<th>Model</th>
<th>Training accuracy</th>
<th>Testing accuracy</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model with unweighted loss, embedding size = 50</td>
<td>0.83</td>
<td>0.69</td>
<td>0.71</td>
</tr>
<tr>
<td>Model with unweighted loss, embedding size = 100</td>
<td>0.82</td>
<td>0.72</td>
<td>0.76</td>
</tr>
<tr>
<td>Model with weighted loss, embedding size = 50</td>
<td>0.85</td>
<td>0.71</td>
<td>0.7</td>
</tr>
<tr>
<td>Model with weighted loss, embedding size = 100</td>
<td>0.83</td>
<td>0.75</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Table 2: Feed forward neural network

For LSTM model, after tuning parameters in network, we found optimal parameters are regularization rate $\rho = 0.001$ and learning rate $\alpha = 0.001$, drop out rate $p = 0.9$. And accuracies for different models are summarized below:

<table>
<thead>
<tr>
<th>Model</th>
<th>Training accuracy</th>
<th>Testing accuracy</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model with unweighted loss, embedding size = 50</td>
<td>0.85</td>
<td>0.79</td>
<td>0.8</td>
</tr>
<tr>
<td>Model with unweighted loss, embedding size = 100</td>
<td>0.88</td>
<td>0.81</td>
<td>0.82</td>
</tr>
<tr>
<td>Model with weighted loss, embedding size = 50</td>
<td>0.87</td>
<td>0.76</td>
<td>0.81</td>
</tr>
<tr>
<td>Model with weighted loss, embedding size = 100</td>
<td>0.89</td>
<td>0.85</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 3: LSTM model

4.3 Recommender System

We intended to use a deep neural network based recommender system however due to time constraint we just implemented standard collaborative filtering and matrix factorization. To be consis-
tent with the dataset we used in review classification, we also used that dataset and divided 70/30 as training/test set.

Our baseline model for recommender system is recommending popular product overall. RMSE on test set is used as a criteria evaluating the performance of collaborative filtering and matrix factorization model (showed in Table 4).

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popular (baseline)</td>
<td>1.7372</td>
</tr>
<tr>
<td>Collaborative Filtering</td>
<td>1.4538</td>
</tr>
<tr>
<td>Matrix Factorization</td>
<td>1.1198</td>
</tr>
</tbody>
</table>

As we can see from above, both collaborative filtering and matrix factorization beat the baseline model. Matrix factorization is the best-performing model, which matches our expectation.

4.4 Discussion

1. In our experiment, the LSTM model indeed outperforms the feed-forward model in terms of both testing accuracy and F1 score. The reason for this is probably the fact that LSTM allows for greater model complexity. It has the capability of bridging long time lags between inputs. In other words, it is able to remember inputs from many time steps in the past, which makes LSTM an advantage for learning long sequences with long time lags. In our case, LSTM learns to classify a review by considering sequence of words while feedforward network learns to classify a review by a single averaged vector, where averaging vector may lose some information in original data.

2. From the accuracy table for both models, we can see that if we calculate loss with appropriate weights for unbalanced classes in training step, it will actually improve the model performance. The reason for this may be the fact that it gives right direction while backpropagating to calculate gradients.

3. Since in our project we are trying to classify a review to be useful or not, which is a binary problem, we expect to achieve higher test accuracy with such powerful techniques. After a close investigation in false positive and true negative observations, we found that there are bunch of long "unuseful" reviews that are classified to be "useful". And in fact among long length reviews, they tend to be labeled as "useful". Hence, when a long review comes in the model, the model will probably have less power to detect its true identity. Moreover, for a review like "What else do you need to know? Oatmeal, instant (make it with a half cup of low-fat milk and add raisins; nuke for 90 seconds). More expensive than Kroger store brand oatmeal and maybe a little tastier or better texture or something. It’s still just oatmeal. Mmm, convenient!" is labeled as "Useful", for a review like "The tiny Altoids are great for a quick breath freshening and the small box is great for portability. It’s full, but compact. I haven’t run out yet, and probably won’t for a couple months, but I can’t wait to buy it again." is labeled as "unuseful". In our opinion, these two reviews are kind of similar so that it is hard to distinguish which one is useful and the other one is not. This ambiguity problem is due to our definition "useful" mechanism and will probably in turn, hurt model performance.

4. Initially we tried to implement an recommender system combining information in the text and the rating information using neural networks. we want to accomplish something similar to the work in [7] which uses audio signal as the input space and built a content based recommender system. However, we struggled a lot to find out a proper way of representing the products with all information together. We also tried to see the possibility of building a RNN based collaborative filtering system, but the constraint in lacking buying history of each user of our dataset.
5 Conclusion

In this paper we implemented different models to solve the review usefulness classification problem. Both feed-forward neural network and LSTM were able to beat the baseline model. Adjusting the loss function helped in both models improving prediction accuracy. LSTM outperformed feed-forward neural network, as we trained our own word vectors in that model, and LSTM itself was able to store more information as it processes sequence of words. We also found out some interesting patterns in the way our classifier work: longer answers and answers with more positive words are more likely to be classified as useful.

For future work, we think there are three different parts we can work on:

1. We can keep tuning our existing neural network by choosing different parameters such as learning rate, regularization rate, embedding size etc. to further improve prediction accuracy. Besides, we can also try some state-of-arts tricks for neural network training such as Batch Normalization[12], Random Search for Hyper-Parameter Optimization[13].

2. After traditional Matrix factorization (MF), we can use deep network( convolutional, recurrent ) to learn a function that maps item content features to corresponding MF latent factors. This will help solve the cold-start problem in building recommender systems[10].

3. Instead of Recurrent Neural Network, we can also try Convolution neural network model for our classification tasks[11]. In CNN, it can help us to get better feature to learn the task by alternating convolution and sub-sampling.
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